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The neurons are complex transmitting devices encoding information in terms of digital spike trains and communicating at the synapses, where the incoming spikes are converted into analog signals by elaborated nonlinear transformations. Synapses undergo long-term plasticity, which affects neuronal computation through changes in neurotransmission dynamics1,2. Although this observation has opened new perspectives on the biophysical basis of learning and memory3, its consequences on the information transmission of a neuron are still poorly understood. One major obstacle is the computational complexity and the high dimensionality of the input-output space4, which makes it impracticable to perform a thorough computational analysis of a neuron with multiple synaptic inputs. Previously, approximations via dimensionality reduction have been attempted, but focused on the effect of an individual synapse while considering the rest of the dendritic inputs as background noise5. Here we present an analysis of information processing of a cerebellar granule cell (GC) over all its synaptic inputs. We found, in experiments and simulations, that increased release probability (p) following long-term potentiation (LTP) enhances information transmission significantly. Yet, interestingly, simulations predict that p shapes the information transmission landscape by varying the reliability of transmitting specific input patterns. This study postulates that the release probability is a parameter modulating spike train-selective filters in specific synapses6, 7 that together regulate the transmission of spatio-temporal input patterns through the neuron. In the cerebellum, this mechanism may have important consequences on the precise time coding of mossy fiber inputs and would affect computation and plasticity at the next circuit stage, including the parallel fiber – Purkinje cell synapses. This work was supported by the European projects SENSOPAC IST-2005-028056 (www.sensopac.org) and SpikeFORCE IST-2001-35271 (www.spikeforce.org), by Sony CSL-Paris, and by the Italian MIUR project PRIN-2004053317 and CNR-INFM project FIRB-RBNE01AAS7 to E.D’A.
1.
Abbott, L. F. & Regehr, W. G. Synaptic computation. Nature 431, 796-803 (2004).

2.
Tsodyks, M. V. & Markram, H. The neural code between neocortical pyramidal neurons depends on neurotransmitter release probability. Proc Natl Acad Sci U S A 94, 719-23 (1997).

3.
Brown, R. E. & Milner, P. M. The legacy of Donald O. Hebb: more than the Hebb synapse. Nat Rev Neurosci 4, 1013-9 (2003).

4.
Borst, A. & Theunissen, F. E. Information theory and neural coding. Nat Neurosci 2, 947-57 (1999).

5.
London, M., Schreibman, A., Hausser, M., Larkum, M. E. & Segev, I. The information efficacy of a synapse. Nat Neurosci 5, 332-40 (2002).

6.
Natschlager, T. & Maass, W. Computing the optimally fitted spike train for a synapse. Neural Comput 13, 2477-94 (2001).

7.
Fuhrmann, G., Segev, I., Markram, H. & Tsodyks, M. Coding of temporal information by activity-dependent synapses. J Neurophysiol 87, 140-8 (2002).



